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Biological Inspiration



Neuron



Neural Network



Perceptron Diagram



Perceptron

y = σ
 n∑

i=1
wixi + b





Calculus



Derivatives



Derivatives Are Ubiquitous

• How fast is your internet? (bits / second)
• How fast is your car going? (distance / time)
• How much are you paid per hour/year? (currency /

time)
• More or less anytime a measurement is represented

as (thing1 / thing2)



Slope Formula



Derivative Definition



Finite Differences Derivative



Integrals



Integrals Are Ubiquitous

Any analog (non-discrete) sum of values is an integral

• Area (for square, width * height)
• Volume (cup, gallon, liter)
• How fast is your car going? (distance / time)
• How much are you paid per hour/year? (currency /

time)
• More or less anytime a non-discrete measurement

is represented as (thing1 / thing2)



Area/Volume Calculations



Integral Approximation



Finite Differences Integral



Neural Network



Backpropogation



Backpropogating Error



Gradient Descent



Gradient Descent 2D



Gradient Descent in Neural Networks



Gradient Formula for Updating Weights



Normal Distribution



Examples of Normal Distributions



Activation Functions



Optimizers

• SGD
• Adam
• RMSProp
• AdaGrad
• AdamW



Types of Neural Network 1



Types of Neural Network 2
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